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Uvod

U Srbiji je nedavno usvojena Strategija za razvoj vestacke inteligencije za period 2025-2030, dokument koji postavlja
temelje za dalji razvoj, primenu i regulaciju vestacke inteligencije (Al) u razli€itim druStvenim sektorima. Ova strategija
predstavlja nastavak prethodne inicijative (2020-2025), ali sada sa fokusom na efikasnost Al sistema. Tako Strategija
predvida unapredenje obrazovanja, infrastrukture i pravnog okvira, ali i podsticanje saradnju izmedu drzave, nauke i

privrede kako bi se obezbedila bezbedna i korisna primena Al reSenja u praksi.

Dok Strategija 2025-2030 pominje odgovornost kao princip, ipak etiCko-pravno pitanje odgovornosti ostaje sekundarno
i manje definisano. U tom kontekstu, posebno je vazno sagledati kako se Srbija pozicionira u odnosu na evropske
standarde, pre svega kroz prizmu EU Akta o vestackoj inteligenciji (Al Act, 2024), koji je prvi sveobuhvatni pravni okvir
na globalnom nivou posvecéen regulaciji Al tehnologija. EU Al Akt klasifikuje Al sisteme prema nivou rizika po drustvo, od
"minimalnog" do "neprihvatljivog", i propisuje stroga pravila za tzv. “visokorizi¢ne” sisteme. U ovu kategoriju spadaju Al
primene u oblastima kao §to su zapoS$ljavanje, obrazovanje, zdravstvo, pravosude i upravljanje osnovnim uslugama, gde
loSe podesSeni ili nepravedni Al sistemi mogu imati ozbiljne posledice po pojedince i drustvo u celini.

Takode, u EU Al Akt-u je normativha dimenzija odgovornosti precizno razradena — obavezna je procena rizika,
objasnijivost algoritama, ljudski nadzor kod visokorizi¢nih sistema — dok je srpski dokument vise fokusiran na ekonomski
rast a manje paznje posvecéuje konceptu odgovornosti. Ovakav kontrast izmedu evropskog regulatornog pristupa i
domace razvojno-tehnoloSke orijentacije otvara Sira pitanja o vrednostima koje ugradujemo u vestacku inteligenciju i
nacinu na koji je koristimo u drustvu. Naime, razvoj Al tehnologija ne odvija se u vakuumu — on je normativno i politicki
uslovljen, oblikovan kroz dizajn ovih sistema, izbor i obradu podataka na kojima se oni treniraju, kao i kroz ciljeve koje ti

sistemi nastoje da ostvare.

U oblastima poput zdravstva, trZiSta rada, sudstva, inkluzije ili umetnosti, veStacka inteligencija moze postati alat
emancipacije ili sredstvo kontrole. U tom svetlu, naredno poglavlje razmatra implikacije “visokorizi¢nih” Al sistema u
kljunim drustvenim oblastima, oslanjajuci se na taksonomiju iz EU Al Akta. Kroz seriju panela “Al pod zvezdama”
diskutovalo se o sektorima u kojima se ne oblikuje samo svakodnevni zivot gradana, ve¢ se prelamaju i kljuéna

pitanja o¢uvanja demokratskih institucija i univerzalnih prava u kontekstu primene visokoriziénih Al sistema.

Drustveni uticaj visokorizicnih Al sistema

Sektori poput zdravstva, trziSta rada, prava osoba sa invaliditetom i umetni¢kog stvaralastva, na prvi pogled mogu
delovati kao zasebne i jasno omedene celine, ali kada je re€ o primeni vestacke inteligencije, mnogo toga im zajednicko.
U svim ovim oblastima, Al neposredno utiCe na ljudsku autonomiju i dostojanstvo, bilo kroz odluke koje se odnose na
zdravlje, zaposljavanje, dostupnost usluga ili vrednovanje umetnic¢kog rada. Ove odluke utiCu neposredno na zivote ljudi,
njihovu slobodu izbora, pristup resursima i priznanje u drustvu. Zbog toga, pitanje primene Al u ovim oblastima ne moze

biti svedeno samo na tehnicku ili upravljacku dimenziju. Naprotiv, ono zadire u klju€na pitanja kao Sto su:

9 Etika i politiCka osetljivost: Automatizacija u ovim sektorima nije samo pitanje efikasnosti, ve¢ moze da kreira

ozbiljne posledice po drustvenu pravdu, jednakost i politicku odgovornost.

9 Nejednak pristup i ranjivost korisnika: Al sistemi su Cesto netransparentni. Oni koji su podlozni njihovim



odlukama retko imaju kapacitet da ih razumeju, a joS rede da ih ospore.

9 Zavisnost od meduljudskih odnosa i subjektivhe procene: Ljudski kontakt, empatija i kontekstualna procena
su nezamenijivi u radu lekara, socijalnih radnika, pedagoga, ili umetnika. Odluke u ovim sektorima zahtevaju

empatiju i kontekst, Al, ¢ak i kada simulira, njih ne razume.

Zbog ovih karakteristika, Al u ovim oblastima predstavlja ne samo tehnoloski, vec politiCki i etiCki izazov koji zahteva
poseban nadzor i participativan pristup. Al moZze biti sredstvo osnaZivanja — ako se koristi odgovorno. Ali ako se primeni
bez jasnih pravila i drustvene kontrole, lako postaje sredstvo kontrole i disciplinovanja.

Granice autonomije: Al i sektori javhog znacaja

1. Vestacka inteligencija u farmaciji — nova era medicine

Al danas viSe nije apstraktna tehnologija buduénosti ve¢ je realnost u farmaciji, molekularnoj biologiji i kliniCkim
ispitivanjima. Prvi panel u seriji ,Al pod zvezdama*“ je tako otvorio kljuéna pitanja o tome kako Al menja industriju razvoja
lekova: ko ima pristup podacima, ko snosi odgovornost, i da li su nasi sistemi — pravni, etiCki i obrazovni — spremni za

Ovu promenu.

Uc€esnici su se saglasili da Al drasti€no ubrzava i pojeftinjuje istrazivanja, od prepoznavanja terapijskih meta do
virtuelnog testiranja molekula. Al ne donosi samo automatizaciju — vec¢ i personalizaciju, jer omogucava terapije

prilagodene svakom pacijentu ponaosob, i to na osnovu genetskih i klinickih podataka.

Uprkos tehnoloskom napretku, uspeh Al u medicini zavisi od jednog resursa — podataka. | dok globalni primeri kao sto
su UK Biobank, NHS Al Lab ili All of Us u SAD otvaraju put istrazivaCima kroz regulisane, eti¢ki nadzirane baze, Srbija
je na pocCetku. Domacdi instituti razvijaju mehanizme za bezbedno deljenje i analizu podataka — ali poverenje gradana i
zabrinutost pacijenata prema nacinu na koji drzava ¢uva njihove podatke i dalje je prisutna.

U tom kontekstu, transparentnost Al modela klju€ je za jaCanje tog poverenja. Diskusija je tako jasno pokazala da
buducénost razvoja lekova nece zavisiti samo od moci algoritma, ve¢ od etiCke vizije, obrazovane zajednice i poverenja.
Al ne donosi lek sam po sebi — ali otvara vrata do lekova brze nego ikada ranije. Da bismo kroz ta vrata prosli sigurno,

moramo ih otklju€ati znanjem, regulacijom i medusobnim poverenjem.

Nadovezujuci se na ove uvide, autorski tekstovi u okviru ovog serijala su dodatno produbili analizu i ukazali na tenziju
izmedu tehniCke efikasnosti i humanih vrednosti zdravstvene nege. lako vestaCka inteligencija obecava brzu
dijagnostiku i optimizaciju procesa, sve viSe istrazivanja — kao i glasovi iz prakse — ukazuju na opasnost da se izgubi
neposredni odnos lekar—pacijent, kao i da se odluke zasnivaju na podacima koji ne obuhvataju razliCite demografske i
socioekonomske grupe. Primer za to je nedovoljna zastupljenost Zena, starijih osoba i etniCkih manjina u klinickim
bazama podataka, Sto dovodi do sistematskih greSaka u preporukama koje Al sistemi daju. Ovi nalazi se podudaraju sa
skoradnjim istrazivanjima koja pokazuju da generativni modeli u zdravstvu (npr. ChatGPT koris¢en za KkliniCku
dokumentaciju) ne prepoznaju sistemske pristrasnosti, i mogu ¢ak pojacati rodne i rasne nejednakosti u dijagnostici
(Banerjee et al., 2023, Nature Medicine). Na primer, studija je pokazala da je Al sistem imao znatno nizu tacnost u

predikciji rizika za sr€ane bolesti kod Zena i Afroamerikanaca jer su ti profili bili slabije zastupljeni u treniranim bazama.

Dodatno, ukazano je na pitanje kontrole nad medicinskim podacima i sve vec¢u ulogu privatnih aktera u razvoju resenja,



pri ¢emu javne institucije sve ¢eS¢e gube nadzor nad kljuénim komponentama digitalne zdravstvene infrastrukture. U
ovom kontekstu, zdravstvo ne postaje samo prostor tehnicke inovacije, vec¢ i polje politicke i eticke borbe — za o€uvanje
jednakosti pristupa, empatije u medicinskom odlucivanju i javne kontrole nad digitalnim sredstvima.

2. Trziste rada: Algoritamski menadzment kao menadzer bez lica

Algoritamski menadzment, nekada futuristi¢ki pojam, danas je svakodnevica za hiljade radnika kako u tradicionalnim
sektorima tako i u digitalnoj ekonomiji. Na drugom panelu, fokus je bio na algoritamskom menadzZmentu — nacinu na koji
digitalne platforme koriste Al sisteme za upraviljanje radnicima. Kao $to je istaknuto u diskusiji, ovi Al sistemi ne
upravljaju samo zadacima, vec i emocijama, zaradom i osecajem autonomije radnika. Radnici Cesto ne razumeju kako
se donose odluke koje direktno uticu na njih: ko dobija viSe smena, ko se kaznjava, a ko nagraduje. Nedostatak
transparentnosti i prava na prigovor vodi ka normalizaciji nadzora, gde radnici prilagodavaju ponasanje algoritmu kako
bi zadrzali posao. Kvantifikacija rada kroz rejtinge i ocene transformiSe radnu svakodnevicu u permanentnu borbu za
vidljivost pred sistemom koji je nedohvatljiv i neregulisan.

Posebno je osvetliena tema kontrole koja razara moguénost kolektivhog organizovanja — algoritmi funkcioniSu
individualno, personalizovano, i esto menjaju pravila igre bez najave. Radnik se u takvom okruzenju sve ¢esée pretvara

u izvrSioca niza zadataka, bez prostora za inicijativu ili razumevanije Sire slike.

Panelisti su se bavili i etickim pitanja: da li programeri imaju odgovornost za sistem koji kreiraju? Kako obezbediti da
algoritam ne reprodukuje pristrasnosti, ve¢ ih prepoznaje i eliminise? | $to je mozda najvaznije — ko je odgovoran kada
sistem pogresi, a posledice snosi samo radnik? Uprkos izazovima, govorilo se i 0 pozitivnhim praksama — o menadzZerima

koji odbijaju algoritamski nadzor, o moguénostima za eticki dizajn sistema i o vaznosti edukacije.

ZakljuCak je bio jasan: U Srbiji, rad na platformama kao Sto su Glovo ili Wolt ne Stiti radnike. Dok EU postavlja temelje
kroz Opstu uredbu o zastiti podataka (General Data Protection Law) i Direktivu o radu na platformama (2024), Srbija jo$
uvek nema konkretan pravni okvir. Zato, drzava mora prepoznati ovu novu dimenziju rada i pronaci naCine da je
efektivno regulise kroz dijalog sa ekspertima u oblasti rada i tehnologije, sindikatima, programerima, poslodavcima
(platformama) i samim radnicima.

Kroz autorske tekstove, diskutanti su dalje osvetlili nove oblike upravljanja koji se oslanjaju na algoritamske mehanizme
procene, kontrole i raspodele zadataka. U takvom okruzenju, transparentnost je gotovo potpuno suspendovana, a moc¢
se seli iz domena formalnih hijerarhija u kodove algoritama. Autori su upozorili da u takvom rezimu dolazi do raslojavanja
izmedu tehnoloskih inovacija i socijalne sigurnosti, gde drzava zaostaje u razvoju regulatornih instrumenata koji bi
zastitili radna prava u digitalnom okruzenju. Odsustvo jasnih mehanizama Zalbe, kolektivne zastite i ljudskog nadzora
nad Al sistemima ugrozava ne samo radnu svakodnevicu ve¢ same temelje demokratskog delovanja i organizovanja.

3. Al izmedu inkluzije i nove iskljuéenosti

TreCi panel posvecen ulozi vestacke inteligencije u Zivotima osoba sa invaliditetom otvorio je slojevita pitanja: da i Al
moze da bude saveznik u borbi za jednakost ili postaje nova barijera koju samo privilegovani mogu preskodciti?

U svakodnevnom Zivotu, Al moZe doneti novu vrstu slobode. Tehnologije poput prepoznavanja govora i prevoda na
znakovni jezik (npr. SignAvatar) omogucavaju osobama sa invaliditetom da aktivnije u€estvuju u javnom prostoru.
Panelisti su istakli ogroman potencijal Al alata da personalizuju nastavu i omoguce u€enicima sa razvojnim smetnjama
da uc€e sopstvenim tempom — uz pomocC glasovnih asistenata, tehnologije za prepoznavanje govora i adaptivnih
platformi. Ali, visoki troskovi, nedostatak edukacije nastavnika i pitanje zastite podataka su i dalje prepreka za realizaciju
ovakvih programa.



Panel se dotakao i slozenih tehnickih i regulatornih izazova: standardi pristupacnosti jo§ uvek nisu definisani, razvoj je
skup, a zakonodavni okvir — nepostojeci. UCesnici su istakli da bi drzava i privatni sektor morali zajedno da investiraju ne

samo u reSenja, vec u odrzive i eticki utemeljene sisteme koji poStuju raznolikost korisnika.

Konacno, razgovor je obuhvatio i pitanje zaposljavanja — oblast u kojoj Al ima dvostruki potencijal: kao sredstvo podrske
i kao izvor novih radnih mesta u digitalnim industrijama. Al kao asistentska tehnologija moZe da omoguci vecu
samostalnost na radnom mestu, ali samo ako su ti sistemi kreirani uz razumevanje stvarnih potreba korisnika, a ne kao

apstraktna resenja.

Polazeci od ovih nalaza, autorski tekstovi su takode problematizovali ambivalentnu prirodu Al reSenja koja nominalno
sluze za osnaZzivanje, a u praksi Cesto proizvode nove prepreke. Istaknuto je da alati poput automatskog prepoznavanja
govora, asistivnih interfejsa ili prevodilaca Cesto operiSu prema standardima ,proseénog korisnika®“, zanemarujuci
kompleksnost neurodivergentnih obrazaca komunikacije. Umesto da otvaraju prostore pristupacnosti, oni ih suzavaju —
kada ne prepoznaju specificne potrebe korisnika, kada ne dozvoljavaju personalizaciju ili kada insistiraju na normativnim
obrascima izraZzavanja. Zato prava inkluzija mora biti zasnovana na saradni¢kom dizajnu ovih tehnickih reSenja.

Vestacka inteligencija moze biti alat inkluzije, ali samo ako se gradi zajedno sa onima koje treba da osnazi.

4. Umetnost: Od inspiracije do eksploatacije
U vremenu kada algoritmi komponuju muziku, piSu pesme i oslikavaju portrete, umetnost se nasla pred pitanjem-— Sta
znadi biti autor u eri vestacke inteligencije? Ovaj 4. panel je tako otvorio prostor za dijalog o sloZzenim pitanjima koja

preplicu kreativnost, tehnologiju i pravni poredak.

Diskusija se prvo bavila pitanjima autentiCnosti: moze li se lako prepoznati razlika izmedu dela koje je stvorio Covek i
onog koje je generisao Al? Panelisti su se slozili da obuc€eni posmatraci i struénjaci u umetni¢kim disciplinama obi¢no
mogu uociti ove razlike, dok je lai¢koj publici to sve teze — §to otvara prostor za konfuziju, manipulaciju i komodifikaciju
umetniCkog izraza. UCesnici su takode naglasili da, iako veStacka inteligencija moze generisati vizuelno ili zvucno
impresivna dela, ona ne poseduje osecaj, intuiciju ni estetski stav — elemente koji ¢ine srz umetni¢kog izraza. Emocija,

interpretacija, i subjektivni dozivljaj sveta ostaju domen Coveka. Stoga, Al moze kreirati sadrzaj, ali ne i znacenje.

Posebna paznja posvecena je pitanju autorskog prava. U postoje¢em pravnom okviru — i u Srbiji i u EU — autor je i dalje
iskljugivo ljudsko bi¢e. Cak i kada se koristi Al alat, pravno autorstvo pripada osobi koja inicira, nadgleda ili ureduje
proces. Medutim, ono $to ostaje sporno jeste — ko polaze pravo na trening podatke, na stil koji Al imitira i na ekonomski
benefit koji proistie iz tih radova? Generativni Al alati (Stable Diffusion, Midjourney, ChatGPT) treniraju modele na
stotinama hiljada dela bez dozvole autora. Prema studiji Electronic Frontier Foundation (2023), viSe od 80% umetnika
nema mogucnost da zna da li je njihov rad koriS¢en u treniranju modela. Nove Al platforme pretvaraju umetnike u

,dobavljaCe podataka“ bez prava nad krajnjim proizvodom.

Medutim, kad je pravni rezim u pitanju nijedna jurisdikcija — ni domaca ni medunarodna — ne nudi potpun odgovor na
izazove koje Al donosi kreativnoj industriji. Umetnost, po svojoj prirodi, izmi¢e krutim normama, pa se postavlja pitanje:
da li je uopste moguce precizno pravno definisati granice kreativnosti u kontekstu masinskog stvaranja?

Zaklju¢no, panel je ukazao da je umetnost u doba Al hibridna — izmedu ljudskog i digitalnog, izmedu stvaranja i
generisanja, izmedu znacenja i forme. Pravo, etika i kulturna politika moraju se brzo prilagoditi kako bi zastitile ne samo

umetnike i njihova prava, vec i sam smisao umetnic¢kog stvaranja u digitalnom dobu.



Na tragu razmatranja sa panela, autori tekstova iz ovog domena istiCu da se stvara asimetrija izmedu umetnika i velikih
tehnoloskih kompanija koje kontroliSu podatke, infrastrukturu i trziSte. Al 'oslobada kreativnost', ali i namecée zavisnost
od platformi koje nisu odgovorne ni pred umetnicima ni pred zakonima o autorskom pravu. DrZzava bi morala da
prepozna ovu dimenziju digitalne kulturne ekonomije i razvije mehanizme zastite autora i ograni¢avanja monopola nad

kulturnim sredstvima.

Privatnost, podaci i vestacka inteligencija — na raskrsc¢u
poverenja i mogci

U doba kada Al alati poput ChatGPT-ja postaju svakodnevni saputnici u donoSenju odluka — od zdravstvenih saveta do
profesionalnih dilema — postavlja se klju¢no pitanje: gde su granice izmedu korisnosti, zloupotrebe i odgovornosti. Kroz
Zivu i viSeslojnu diskusiju na petom finalnom panelu u ovoj seriji otvorena su goruca pitanja: Sta zapravo delimo sa Al
alatima, ko je odgovoran kada stvari krenu po zlu, i koliko smo — kao pojedinci i organizacije — svesni rizika u pozadini

svakodnevnog klika.

Jedan od kljuénih uvida bio je da vecina korisnika bez razmisljanja deli poverljive informacije sa Al sistemima, ¢esto ne
znajuci ko stoji iza njih i kako se ti podaci dalje koriste. Istaknuto je da nedostatak lokalnih predstavnistava globalnih Al
kompanija oteZzava sprovodenje zakona o zastiti podataka, $to upuéuje na potrebu za jasnijim domacim regulatornim

reSenjima.

Zapazeno je i da korisnici neretko ,zaboravljaju“ da razgovaraju sa algoritmom, pripisujuéi mu ljudske osobine i deleci
intimne detalje. Ovaj fenomen ukazuje na manjak digitalne pismenosti i potrebu za Sirim drustvenim razgovorom o

vrednostima i rizicima upotrebe Al.

Regulativa u Srbiji za sada kaska za izazovima — dok evropski modeli uvode stroge kazne i odgovornost, domadi okvir
ostaje viSe deklarativan nego obavezujuci. Edukacija zaposlenih je prisutna, ali Cesto formalna i bez jasnih pokazatelja
uspeha, dok se stvarna pismenost o Al alatima i zastiti podataka tek gradi.

Panel je naglasio da odgovorno koriS¢enje Al alata zahteva ne samo propise, veC i dublje razumevanje njihovog
funkcionisanja. Greske naj¢es$¢e nastaju ne zbog loSe namere, ve¢ zbog nedostatka edukacije i nedovoljno definisanih
smernica. Al nije ,magi¢na kutija“, ve¢ alat koji moze biti i koristan i Stetan, u zavisnosti od toga kako se koristi i ko ga

koristi.

U zaklju€ku panelisti su porucili da su pravila potrebna, da kazne moraju imati efekat, a korisnici moraju znati ne samo
kako da koriste Al, ve¢ i kada da kazu ne. U tom kontekstu, potrebna je kombinacija regulative, edukacije i etiCke
pismenosti kako bi se obezbedila bezbedna i odgovorna upotreba Al alata u svakodnevnom Zivotu gradana.

Zakljucak

Na tragu diskusija sa panela i pratecih analiza, aktuelna stratesSka orijentacija Srbije prema razvoju vestacke inteligencije
pre svega reflektuje ambiciju za tehnoloSkim napretkom i ekonomskom konkurentno$¢u, dok eticka, pravna i
demokratska pitanja ostaju u drugom planu. Klju¢ni sektori — zdravstvo, rad, inkluzija i umetnost — pokazuju da bez

transparentnih, inkluzivnih i pravno obavezuju¢ih mehanizama, Al moze postati alat za disciplinovanje, eksploataciju i



komodifikaciju ljudskog iskustva.

Srpski strateski okvir jo$ uvek ne sadrzi odgovarajuce pravno reSenje — Zakon o vestackoj inteligenciji tek se najavljuje
do 2027. godine, a njegovo donoSenje zavisi od prethodnog reSavanja brojnih problema u primeni Zakona o zastiti
podataka o licnosti (2018). Ovaj zakon, koji bi trebalo da Stiti privatnost u Al okruzeniju, trpi kritike zbog neuskladenosti
sa sektorima kao Sto su rad i zaposljavanje, dok domaci pravni sistem joS ne prepoznaje posebne mehanizme nadzora

nad medunarodnim provajderima Al usluga.

Upravo zbog toga, pitanje sinhronizacije regulative o Al i zastiti podataka postaje sustinsko. U EU, Al Akt direktno
upucuje na OpStu uredbu o zastiti podataka (GDPR) kao temelj za sve oblike obrade podataka, dok u Srbiji nepostojanje
regulatorne koherentnosti izaziva pravnu nesigurnost, posebno u oblastima koje ¢e Al najviSe promeniti — zdravstvo,

obrazovanje i trziste rada.

Uz to, kazne predvidene EU Al Act-om (do 35 miliona evra ili 7% globalnog prihoda) jasno pokazuju da se neeti¢na
primena Al nece tolerisati, dok domaci sistem za sada nema odgovaraju¢e mehanizme kontrole, sankcija ni nadzora. .
Na raskrsnici izmedu efikasnosti i etike, srpsko drustvo mora odluciti da li zeli da oblikuje Al prema vrednostima javnog
dobra, jednakosti i odgovornosti — ili ¢e slediti modele koji jacaju nadzor i trZziSnu dominaciju velikih aktera.

Preporuke: Pravnic¢nija primena Al u Srbiji

Vestacka inteligencija nije neutralna tehnologija — ona je ogledalo vrednosti koje u nju ugradujemo. U Srbiji, Strategija
2025-2030 je vazan signal razvoja, ali bez pravno obavezujuéih mehanizama odgovornosti. Kao Sto su diskusije
ukazale, u tom kontekstu Al moZe postati alat za kontrolu, eksploataciju i marginalizaciju i zato odgovorna politika mora

da prepozna:

9 Da je etika zakon, a ne preporuka.
Etika ne sme ostati na nivou preporuka. Potrebna su nezavisna tela sa pravom veta nad Al projektima u javhom sektoru
— tela koja proveravaju da li ovi sistemi poStuju principe pravi¢nosti, transparentnosti i zastite prava gradana. Bez toga,
tehnologija se razvija kao eksperiment bez odgovornosti. U drZzavi bez ovog mehanizma zastite, Al mozZe uskratiti

zdravstvenu uslugu, a da niko ne zna zasto.

9 Da je glas onih koji su najviSe pogodeni — radnici, pacijenti, marginalizovani gradani—
kljuéan za pravednu primenu.

Ljudi koje Al najdirektnije pogada — radnici, pacijenti, osobe sa invaliditetom i razne druge osetljive populacije— moraju

biti uklju€eni u njegov razvoj. To znaci pravo u¢esc¢a u dizajnu i evaluaciji sistema, a ne primenu gotovih reSenja. U

drzavi bez participativnih metoda, tehnologija oblikuje reSenja bez saglasnosti i uvida u specificne potrebe onih kojima

namenjena.

9 Da pravo na objasnjenje i uvid u Al sisteme mora biti zagarantovano.
Svaka odluka koju Al ,donosi“ — ko dobija posao, kredit, terapiju — mora biti objasSnjiva. Pravo na objasSnjenje ne znaci
samo tehnicki opis sistema, ve¢ uspostavljanje jasnih kriterijuma koji omogucavaju da se odluka ospori. U drzavi u kojoj
su Al sistemi netransparetni i nerazumljivi, gradanin ostaje nemocan pred ovom ‘crnom kutijom' kojapostaje jaca od

zakona.



9 Da je znanje o Al javno dobro
Vestacka inteligencija ne sme biti rezervisana samo za stru¢njake. Potrebne su javne kampanje i obrazovni programi koji
objasnjavaju kako Al funkcioniSe, posebno u zdravstvu, obrazovanju i zaposljavanju. U drzavi u kojoj gradani nemaju
znanja i kapacitet da postavljaju pitanja i traze odgovore koristi od tehnologije ¢e biti manje nego Steta od njene

upotrebe.

Prikaz predloga: Cetiri stuba praviéne Al transformacije

Stub

Predlog

Opis

Institucionalna
etika

Nezavisna tela sa
pravom veta nad Al

Provera postovanja
pravila pravi¢nosti,

projektima u javnhom transparentnosti i
sektoru prava

Ucéesce Obavezno Al kao

korisnika uklju€ivanje participativna, a ne
korisnika u dizajn i paternalistiCka
evaluaciju tehnologija

Transparentnost Pravo na objasnjenje Tehni¢ka objasnjivost

algoritamskih odluka

mora postati pravna
obaveza

Edukacija i javno
znanje

Nacionalna kampanja
o funkciji i rizicima Al

Gradani kao svesni
ucesnici, ne pasivni
korisnici



